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Outline 

• Introduction to Tsinghua group 
• Real-time / low-latency GW search 

» Machine learning for burst search 
» Deep neural networks for CBC search 

• Future Work – Entering the era of GW astronomy and 
Multi-messenger astronomy 



Our Group 

• The only LSC member group 
in mainland China, including 
2 faculty members 

• GW data analysis and 
computing infrastructure 

• Also involved in KAGRA, 
AIGO 

• With close collaboration with 
MIT, Caltech, UWA, 
UGlasgow … 
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Real-time Search 
• Real-time: between online and offline mode for large-

scale data analysis 
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Online Monitoring 

Real-time Search 
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Some "Classic" 
Classifiers from Machine 

Learning 
1. Artificial neural networks 
2. Random forests 
3. Support Vector Machines (SVM) 
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Machine Learning for 
Burst Search 

• Performance of machine 
learning (ANN, RF, SVM): 
as good as the performance 
of the best designed 
algorithm… 

• … but machine learning 
gives an automatic GW 
search algorithm! 
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DNN for CBC search 
Comparing DNN with matched-filtering used widely in 
Advanced LIGO-Virgo's pipelines indicates the performing 
speed of DNN can be accelerated greatly due to its powerful 
feature extraction. 
• Firstly, we will train the DNN as a classier to distinguish 

the signal from noise. 
• Secondly the DNN structure will be adjusted and trained 

as a predictor to estimate the source's parameters. 
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Training Data 

• Left panel: The blue curves 
are sample time-series in 
H1, L1 and Virgo detectors 
respectively, which 
correspond to a same GW 
event and will be input to 
our DNN together. 

• Right panel: The zoom plots 
correspond to the left plots 
around injection time, which 
varies in different detectors. 
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Training Data 

The plots show how the injection time tc and source's space 
angle (ϕ,θ) of compact binary star were chosen for our training 
and testing data sets. 
• Left panel: tc distribution for the single parameter estimation;  
• Right panel: tc and (ϕ,θ) together for the multiply parameters 

estimation. 
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DNN Structure 

• Left panel: modified version of the DNN that we used 
for classification, which is also used for prediction 
simply replacing the 15th layer with a ramp function, 
and changing the size of layer 14 according to the 
dimension of predicted parameters; 

• Right panel: a snapshot of one training process for 
classification. 
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Classifier Accuracy 

• Left panel: accuracy of classifier varying with the ratio of 
training and testing data sets. 

• Right panel: accuracy of classifier varying with the length 
of each time-series. 
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Classifier Accuracy 

• Left panel: confusion matrix of classifier on a test set with 
RSN = 2.5 (the accuracy is 92%). 

• Middle panel: confusion matrix of classifier on a test set with 
RSN = 4.4 (the accuracy is 100% for all signals with higher 
RSN.). 

• Right panel: accuracy of classifier varying with RSN. 
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Predictor Accuracy 

• Left panel: Comparison of the relative errors in single 
parameter predictor and in multi-parameter predictor. 

• Right panel: The relative error of the predictor estimating 
(tc,ϕ,θ). 
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The main superiority of adding 
DNN to GW searches is that, 
retraining a DNN is time saving 
once trained well at a given 
power spectral density of 
Advanced LIGO and Virgo. 
Therefore the realization of real-
time coincident detection is 
hopeful. 
 

Conclusions 
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Beijing GW Workshop 
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