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ClIEES Outline

Tsmghua Unwersw‘f

* Introduction to Tsinghua group
 Real-time / low-latency GW search

» Machine learning for burst search

» Deep neural networks for CBC search

e Future Work — Entering the era of GW astronomy and
Multi-messenger astronomy
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f i% 4% Our Group

Tsinghua University

 The only LSC member group
In mainland China, including
2 faculty members

« GW data analysis and
computing infrastructure

e Also involved in KAGRA,
AIGO

e With close collaboration with
MIT, Caltech, UWA,
UGlasgow ...
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LSC

V’f ¥ 1% Real-time Search

" Tsinghua Unwersw‘f

 Real-time: between online and offline mode for large-
scale data analysis

Online Monitoring Data Streams ¢ On-site
Real-time Search Data Streams+ | On-site+
Data Production Off-site

Offline Analysis Data Production ¢ Off-site
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@ % £ .;,é Some "Classic”
ringhua Universty _Classifiers from Machine

"-‘p;h{:‘_ D I
Learning

1. Artificial neural networks :
2. Random forests |
3. Support Vector Machines (SVM)
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vt % 4% Machine Learning for
?v Tsinghua Unwersmf Bul:s_t_s_e_al:ch

* Performance of machine L e
learning (ANN, RF, SVM): — AN — ov] ! |
as good as the performance R A A1
of the best designed :
a|gor|thm gﬂ.ﬁr ST SRS S
« ... but machine learning % 1

gives an automatic GW
search algorithm!

\
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r’ff/ DNN for CBC search [B51®

*;;;ﬁ':" Tsinghua Unwersm,r

Comparing DNN with matched-filtering used widely in
Advanced LIGO-Virgo's pipelines indicates the performing
speed of DNN can be accelerated greatly due to its powerful
feature extraction.

o Firstly, we will train the DNN as a classier to distinguish
the signal from noise.

o Secondly the DNN structure will be adjusted and trained
as a predictor to estimate the source's parameters.

Hidden laver

Input layer
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Output layer

Convolution layers | full connection
layers
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xs=g(W » x+b)

y=wX:+h

flxF=wacth

Xa=g(flx))
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Ht’f %1% Training Data

mmﬁw Tsinghua L.'nn.ne-rsnzyr

o Left panel: The blue curves
are sample time-series in
H1, L1 and Virgo detectors
respectively, which
correspond to a same GW
event and will be input to
our DNN together.

* Right panel: The zoom plots
correspond to the left plots
around injection time, which
varies in different detectors.

2

MNormalzed Strain - Normalized Strain Mormalized Strain
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The plots show how the injection time t, and source's space
angle (¢,0) of compact binary star were chosen for our training
and testing data sets.

« Left panel: t; distribution for the single parameter estimation;

* Right panel: t. and (¢,0) together for the multiply parameters
estimation.
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IEES DNN Structure LSC

*;;;i-:-'-';" Tsinghua Unwerswy

o Left panel: modified version of the DNN that we used
for classification, which is also used for prediction
simply replacing the 15" layer with a ramp function,
and changing the size of layer 14 according to the
dimension of predicted parameters;

* Right panel: a snapshot of one training process for
classification. | i Trining Progess

Input matrix (size: 3x3596)

Reshapelayer tensor (size: 1x3 x3596)
2  GonvolutionLayer tensor (size: B=1x3581)
3 PoolingLayer tensor (size: Bx1=3482)
4 Elementwiselayer tensor (size: Bwx1=3482)
§ Convolutionlayer tensor (size: 16x1=3487)

round  B22 /71000
batch 272
inputsfeecond 10

& PoclingLayer tensor (size: 16x1 x3368) time stapsed  2hd2m01s
7 Elementwiselayer tensor (size: 16x1=3368) teme remaining - 35mi5a
B  ConvolutionLayer tensor (size: 32x 1 x3353) batch loss  0.0000274
5  PoclingLayer tensor (size: 32x1=3254) round loss  0,0000207
10 Elementwisel ayer tensor (size: 32x1=3254)
11 FlattenLayer vactor (size: 104128)
12 DotPlusLayer vector (size; 64)
13  Elementwiselayer wvector (size: 64)
14 DotPlusLayer vector (size: 2)
15 SoftmaxlLayer vactor (size: 2)
Output decoded vector (size: 2) Stop
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I’f #4%  Classifier Accuracy

Tsmghua Unwersw‘f

o Left panel: accuracy of classifier varying with the ratio of
training and testing data sets.

« Right panel: accuracy of classifier varying with the length
of each time-series.
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%42 Classifier Accuracy

Tsinghua University

o Left panel: confusion matrix of classifier on a test set with
RSN = 2.5 (the accuracy is 92%).

 Middle panel: confusion matrix of classifier on a test set with
RSN = 4.4 (the accuracy is 100% for all signals with higher
RSN).

* Right panel: accuracy of classifier varying with RSN,
3
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Gt %42 Ppredictor Accuracy

e Tsinghua University

o Left panel: Comparison of the relative errors in single
parameter predictor and in multi-parameter predictor.

* Right panel: The relative error of the predictor estimating

(te,4,0).
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(EZE Conclusions

inghua University

Applying deep neural networks to the detection of binary neutron star mergers with a
network of gravitational wave detectors

Jin Li*
Department of Physies, Chongging University, Chongging 401331, China

The main superiority of adding B

School of Physics and Electronics Infe tion, Hubei University of Education, Wuhan 430205, China

.
Xin Li
O Se ar( X eS | S a Department of Phice, Changqing Unisersty, chongging 401331, Ghina
]

Yumhunz Zhong
College of g University, Cheongging {00044, China

retraining a DNN Is time saving

{Dated: October 7, 2017)

We study an application of deep learning to the LIGO-Virgo coincident detection of gravitational

. .
waves (GW) from binary neutron star (BNS) mergers. Based on deep neural networks (DNN),
some simulated coincident time-series data sets in Advanced LIGO (H1, L1) and Virgo detectors
are analyzed. From the raw noisy time-series data sets, onr DNN as a classifier can effectively

recognize the presence of GW signals when the ratio between the maximum amplitude of the
waveform and the white Gaussian noise standard deviation (Rmax(t)/@nowe) arrives mare than 2.75;
and as a predictor it can accuratel ate the corresponding source parameters, including the

.
time of the GW signal arriving at the center of Earth and the sky locations of the binary neutron
star mergers, when the huax(t)/@s01e is increased to be 4.4. From our results, it can be found that

the DNN algorithm is efficient for processing raw noisy time-series, even the coincident time-series.
On the other hand, the data quality also impacts on the performance of DNN algorithm. So that
ratio

Ll we have discussed the accuracy of cur DNN mrnmt With Rmax(t)/ Enoise, length of time-series
between training and testing sets, number of estimated parameters. Due to the high efficiency of
V I retraining a DNN, it makes real-time GW coincident detection possible. And from the real-time
u GW multiple parameters estimation, the search of their electromagnetic counterparts would be

realized easily.

Keywaords: deep neural networks; LIGO-Virgo coincident detection of gravitational waves;

Therefore the realization of real-

PACS numbers: 04 30 Dib; 07 06 Mh

time coincident detection is S

Az the authority of gravitational wave (GW) detection, the Advanced Interferometer Gravitational-wave Observa-

tory (Advanced LIGO and Virgo) recently has realized the first three-detector detection of GW signal from a binary
u black hole (BBH) merger[1], which is the fourth direct GW detection of Advanced LIGO[1-4]. As other promising

astrophysical GW sources in the frequency range of these detectors, the mergers of binary neutron star (BNS) and
neutron star-black hole are highly possible to be observed in the near future. With the continuous improvement of
Advanced LIGO and Virgo[5, 6], there will be numerous GW triggers appearing in the time-series. Since the current
data analysis of Advanced LIGO and Virgo is computationally expensive for spotting the matched GW signals in
noisy data and dist stinguishing signals and glitches, some new methodologies of signal processing that can process data
rapidly with high accuracy are required. In recent years, the application of machine learning on GW detection has
been proposed widely[7-11]. The key point that makes machine learning useful is the learning algorithms, which en-

*Electronic address: cqstarvehotmail, con
{Electronic address: fanxilong@outloak.com
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